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Summary. First, the dependency graph technique, not so far from its current appli-
cation, was developed trying to find the shortest computations for membrane systems
solving instances of SAT. Certain families of membrane systems have been demonstrated
to be non-efficient by means of the reduction of finding an accepting computation (respec-
tively, rejecting computation) to the problem of reaching from a node of the dependency
graph to another one.

In this paper, a novel application to this technique is explained. Supposing that a
problem can be solved by means of a kind of membrane systems leads to a contradiction
by means of using the dependency graph as a reasoning method. In this case, it is demon-
strated that a single system without dissolution, polarizations and cooperation cannot
distinguish a single object from more than one object.

An extended version of this work will be presented in the 20th International Confer-
ence on Membrane Computing.

1 Introduction

The computational efficiency of a model in a computing paradigm refers to its abil-
ity to provide polynomial time solutions for computationally hard problems, gener-
ally achieved by making use of an exponential workspace constructed in a natural
way. Aspects related to the computational efficiency within membrane computing
were first analyzed in 1999, with the introduction of a new computing model called
P system with active membranes [5]. These systems are non-cooperative (the left
hand side of any rule consists of only one object) and their membranes play a
relevant role in computations to the extent that new membranes can be created
by division rules. The membranes of these systems are supposed to have one of
three possible electrical polarizations: positive, negative or neutral. In this con-
text, it was given an ad-hoc solution to the Boolean satisfiability problem (SAT)
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by means of such kind of P systems. More specifically, a P system with active
membranes which makes use of simple object evolution rules (only one object is
produced for this kind of rules), dissolution rules and division rules for elementary
and non-elementary membranes, is associated with every instance ¢ of SAT. Thus,
the syntactic structure of the formula is “captured” by the description of the sys-
tem and, furthermore, in this context a P system can only process one instance of
the problem. The solution provided runs in linear time with respect to the size of
the input formula ¢, that is, the maximum between the number of variables and
the number of clauses in .

Usually, computational complexity theory deals with decision problems, that
is, problems requiring a yes/no answer. Each decision problem has a language
associated with it, in a natural way, so that solving such problems is defined
through the recognition of the corresponding language. Thus, in order to describe
in a formal way what solving a decision problem means, basic recognizer transition
P systems (initially called decision P systems) were defined [7].

Let us recall that an abstract problem can be solved by using a single Turing
machine, that is, for every instance of the problem, the Turing machine receiving
the input corresponding to that instance returns the correct answer. This is due
to the fact that these machines have an unlimited and unrestricted memory, given
the infinite tape it includes (consisting of an infinite number of cells). Bearing in
mind that the ingredients necessary to define a membrane system are finite, an
abstract problem should be solved, in general, by an infinite numerable family of
membrane systems, in such a way that each system in the family is in charge of
processing all the instances having the same size.

It seems interesting to analyze what kind of membrane systems are capable
of solving decision problems through only one unique system. In this context, it
is essential to clarify how the instances of the problem are introduced into the
system. Next, we consider the case in which the instances are directly introduced
inside the system (free of resources) by means of a representation of the problem
to be solved. It is important to remark that this means that the input alphabet
of the P system is the same one that the alphabet of the problem, so there is no
possibility of encoding, for instance, an instance of a problem from P to an object
yes or an object no.

Definition 1. Let X = (Ix,0x) be a decision problem where Ix is a language
over a finite alphabet X'x. Let R be a class of recognizer membrane systems with
input membrane. We say that problem X is solvable in polynomial time by a single
membrane system I from R, free of resources, denoted by X € PMCg, if the
following holds:

The input alphabet of I is Xx.

The system II is polynomially bounded with regard to X ; that is, there exists
a polynomial p(r) such that for each instance u € Ix, every computation of the
system IT with input multiset u performs at most p(|u|) steps.
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o The system II is sound with regard to X ; that is, for each instance u € Ix,
if there exists an accepting computation of the system II with input multiset u
then Ox (u) = 1.

o The system II is complete with regard to X; that is, for each instance u € Ix
such that 0x (u) = 1, every computation of the system IT with input multiset u
18 an accepting computation.

From the previous definition it is easy to prove that PMC%{ C PMCgy, for every
class R of recognizer membrane systems with input membrane.

2 Previous uses of the dependency graph

The dynamics of a membrane system provides, in a natural way, a tree of com-
putation. More precisely, the computation tree of a membrane system I1, denoted
Comp(IT), is a rooted labelled maximal tree, whose maximal branches will be
called computations of II. A computation of IT is a halting computation if and
only if it is a finite branch. The labels of the leaves of Comp(IT) are called halting
configurations.

Given a semi-uniform or uniform solution (in polynomial time) for a decision
problem by means of a family of recognizer membrane systems, every instance of
the problem is processed by a system of the family. This system must be confluent,
so in order to know its answer for any instance it is enough to consider only one
computation of such system. In this context, an exciting challenge would be looking
for a computation with minimum length. For that, some weak metrics on the
degree of closeness configurations of a membrane system with a fixed structure
of membranes have been studied in [2]. In this context, in order to search for
the shortest paths in a graph providing a sound computation of the system, the
dependency graph associated with the set of rules of a recognizer membrane system
was introduced. This concept is based on the dependence among elements of the
alphabet with respect to the set of rules of the P system. Several weak metrics
over the set of configurations of the system based on the concept of dependency
graph were considered, starting from the notion of distance between two nodes of
the graph (the length of the shortest path connecting vy and ve, or infinite if there
is no path from vy to vg).

Also, in some kind of recognizer membrane systems, it is possible to consider
a directed graph (also called dependency graph) verifying the following properties:
(a) it can be constructed from the set or rules of the system in polynomial time,
that is, in a time bounded by a polynomial function depending on the total number
of rules and the maximum length of them; and (b) the accepting computations
of such systems can be characterized by means of a “reachability” property in
the dependency graph associated with it (the existence of a path in the graph
between two specific nodes). Therefore, dependency graphs provide a technique
to tackle the limits on efficient computations in membrane systems; that is, the
non-efficiency of such systems.
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3 Dependency graph as a technique to prove negative
results in membrane systems

Let R be a class of recognizer membrane systems such that every system from R
is associated with a dependency graph verifying the following property: a compu-
tation of a system from R is an accepting computation if and only if there exists
a path between two distinguished nodes in the dependency graph associated with
the system. In this situation, it is possible to show that some decision problem
X = (Ix,0x) cannot be solved in polynomial time in a uniform way by means of a
single membrane system, free of resources, from R. This remark is illustrated by
an example.

The ONLY-ONE-0BJECT problem is the decision problem X = (Ix,0x) defined
as follows: Ix = {a”™ | n € N,n > 1} and 0x(a") = 1 ifand only if n = 1. It
is easy to design a deterministic Turing machine which takes two computation
steps, solving the ONLY-ONE-OBJECT problem. Let us see that ONLY-ONE-0BJECT
# PMC}L{MO(fdﬁne)'

Theorem 1. There is no recognizer membrane system, from the class AM°(—d, +ne)
solving the ONLY-ONE-OBJECT problem in polynomial time by a single membrane
system and free of resources.

Proof. Let us assume that there exists a recognizer membrane system II from
AM®(—d, 4+ne) verifying the following: (a) the input alphabet of IT is the sin-
gleton {a}; (b) every computation of IT with input multiset {a} is an accepting
computation; and (c) every computation of II with input multiset {a™}, for each
n > 1, is a rejecting computation.

Let us denote by Gy(a} (respectively, Gy (qn}, for each n > 1) the depen-
dency graph associated with the system IT + {a} (resp. II + {a"}). Then, for
each n > 1, we have Gr1(q) = G4fan}, since there would always be an edge
(s, (a,i;)) in the dependency graph, and the rest of the graph would remain the
same. Besides, every computation of IT 4+ {a} is an accepting computation if and
only if every computation of IT + {a"}, for each n > 1, is an accepting compu-
tation, which is a contradiction of the initial hypothesis, thus there cannot exist
such membrane system.

4 Conclusions

Along this work, some of the main results concerning the use of dependency graphs
within membrane computing to analyze the computational efficiency of computing
models have been reviewed. It is worth pointing out that, albeit the P versus NP
problem is the most important one in Computer Science, there are other interesting
problems in the field of Computational Complexity Theory, also below P. When
using polynomial precomputed resources, problems from P can be easily solved.
But considering membrane systems free of precomputed resources, things change
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in such a way that there cannot be trivial solutions that could be obtained at first.
Then, it would be useful to study these kinds of systems to solve problems below
this complexity class. In this case, with this technique it has been demonstrated
that there is no solution to the ONLY-ONE-OBJECT problem by means of a single
membrane system from AM°(—d, +ne).

Adapting currently used methodologies to new applications is an interesting
future research line to improve existing results and obtain new ones. Besides, the
search for new techniques to demonstrate the non-efficiency or the inability for cer-
tain membrane systems to solve some decision problems is critical when addressing
the P versus NP and other interesting problems in the field of Computational
Complexity Theory.
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