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We propose SN P systems that allows the sending/receiving of different kinds
of spikes through different channels. Our proposal is related to [5], where the
authors proposed the use of different spiking channels to connect the neurons in the
network. Observe that the idea of connecting different target neurons in the same
rule was initially proposed in [1] where the inclusion of target neurons in the rules
is allowed. This idea, and the relationship with multiple channels, was highlighted
in [7] where the authors considered this ingredient in the formal framework of SN
P systems. The other variant that we have considered in this work is showed in
[6], where the authors proposed the use of a non-singleton alphabet to define the
spikes of the system.

Here, we combine multiple channels in the neuron rules and different kinds
of spikes together. The rules can manage different spikes at every moment, and
they can be sent by different channels. This combination of ingedients allows the
simulation of other models proposed in the membrane computing research area,
such as virus machines [3] and neural-like P systems with plasmids [2].

SN P systems

Definition 1. [4] A spiking neural P system (SN P system, for short) of degree
m ≥ 1 is defined by the following tupleΠ = (O, σ1, σ2, . . . , σm, syn, in, out), where:

1. O = {a} is a singleton alphabet of spikes
2. σ1, σ2, . . . , σm are neurons of the form σi = (ni, Ri), 1 ≤ i ≤ m, where

a) ni ≥ 0 is the initial number of spikes contained in σi.
b) Ri is a finite set of rules in one of the following two forms:

• firing or spiking rules: E/ac → a; d where E is a regular expression
over O, and c ≥ 1, d ≥ 0 are integer numbers. We omit E whenever it
be equal to ac, and we omit d whenever it be equal to 0.
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• forgetting rules: as → λ, for s ≥ 1, with the restriction that for each
spiking rule E/ac → a; d then as /∈ L(E) (L(E) is the regular language
defined by E)

3. syn ⊆ {1, 2, . . .m} × {1, 2, . . . ,m} with (i, i) /∈ syn for 1 ≤ i ≤ m, is the
directed graph of synapses between neurons

4. in, out ∈ {1, . . . ,m} indicate the input and the output neurons of Π.

□

Definition 2. [5] A spiking neural P system with multiple channels (SNP-MC sys-
tem, for short) of degree m ≥ 1 is defined by Π = (O,L, σ1, σ2, . . . , σm, syn, out),
where:

1. O = {a} is a singleton alphabet of spikes
2. L = {1, 2, . . . , N} is the alphabet of channel labels
3. σ1, σ2, . . . , σm are neurons of the form σi = (ni, Li, Ri), 1 ≤ i ≤ m, where:

a) ni ≥ 0 is the initial number of spikes contained in σi.
b) Li ⊆ L is a finite set of channels labels used in the neuron
c) Ri is a finite set of extended rules in the form E/ac → ap(l) where E is a

regular expression over O, and c ≥ 1, p ≥ 0, l ∈ Li.
4. syn = {(i, j, l)} ⊆ {1, 2, . . .m} × {1, 2, . . . ,m} × L with (i, i, l) /∈ syn for

1 ≤ i ≤ m and l ∈ L (synapse connections);
5. out ∈ {1, . . . ,m} is the output neuron.

□

In this case, the forgetting rules can be established as those extended rules
with p = 0 and no regular expression E. Every rule indicates the channel that the
rule uses to send the spikes. The spikes are only sent to the connected neurons by
the channel established in the rule. In each computation step there can be some
competition between different rules at the neuron. Provided that more than one
rule can be applied, then the system selects only one of them non-deterministically.
So, the neurons work in sequential manner (they apply only one rule at every
computation step).

Definition 3. [6] A spiking neural P system with colored spikes (SNP-CS system)
of degree m ≥ 1 is defined by Π = (C,O, σ1, σ2, . . . , σm, syn, in, out), where:

1. C = {1, 2, . . . g} is a finite set of colors to mark the color of a spike. Every
spike is associated with a unique color

2. O = {a1, a2, . . . , ag} is an alphabet of g colored spikes
3. σ1, σ2, . . . , σm are neurons of the form σi = (< ni

1, n
i
2, . . . , n

i
g >,Ri), 1 ≤ i ≤

m, where:
a) nih ∈ N is the number of spikes ah initially placed in neuron σi.
b) Ri is a finite set of spiking and forgetting rules in the form:

• Spiking rule: E/ac11 a
c2
2 . . . a

cg
g → ap1

1 a
p2

2 . . . a
cg
g ; d where E is a regular

expression over O, and ci, pi ≥ 0;
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• Forgetting rule: as11 a
s2
2 . . . a

sg
g → λ where as11 a

s2
2 . . . a

sg
g /∈ L(E) for any

regular expression E associated with a spiking rule;
4. syn ⊆ {1, 2, . . .m} × {1, 2, . . . ,m} with (i, i) /∈ syn for 1 ≤ i ≤ m;
5. in, out ∈ {1, . . .m} are the input and the output neurons

□

The work in this model is similar as in the original model described in [4].

Spiking neural P systems with multiple channels in the rules and
colored spikes

We introduce a model of SN P systems that combines the use of multiple channels
that can be located both in the synaptic connections and in the rules of the neurons
themselves, together with a colored spikes alphabet (i.e. a non-singleton alphabet).

Definition 4. A spiking neural P system with multiple channels and colored
spikes (SNP-MC-CS system, for short) of degree m ≥ 1 is defined by Π =
(O,L, σ1, σ2, . . . , σm, syn, in), where:

1. O = {a1, a2, . . . , ag} is an alphabet with g colored spikes
2. L = {1, 2, . . . , N} is an alphabet of channel labels
3. σ1, σ2, . . . , σm are neurons of the form σi = (wi, Li, Ri), 1 ≤ i ≤ m, where:

a) wi ∈ O∗ is a string that denotes the initial multiset of spikes in the neuron.
b) Li ⊆ L is a finite set of channels labels used in the neuron
c) Ri is a finite set of rules in the forms:

• Firing rules: E/wc → w1 (l1)w2 (l2) . . . wn (ln) ; d where E is a regular
expression over O, and wc, wi ∈ O∗ 1 ≤ i ≤ n, li ∈ Li, d ≥ 0.

• Forgetting rules: wc → λ, where wc ∈ O∗.
4. syn ⊆ {1, 2, . . .m} × {1, 2, . . . ,m, out} × L are the set of synapse connections

with (i, i, l) /∈ syn for 1 ≤ i ≤ m and ∀ l ∈ L. Observe that (i, out, l) denotes
that the neuron σi sends the spikes out to the environment by the channel l.

5. in ∈ 1, . . . ,m is the input neuron. Observe that the input neuron can be
omitted whenever the system is a generator.

□

The firing rules E/wc → w1 (l1)w2 (l2) . . . wn (ln) ; d of the neuron σi can be
applied whenever ψO(xi) ∈ ΨO(LE), where xi denotes the spikes in the neuron
σi, ψO(xi) denotes the Parikh set of xi, and LE is the language denoted by the
regular expression E. In such a case, the spikes denoted by wc are removed from
the neuron, and the spikes denoted by wi are sent to the connected neurons (or to
the environment) by the channel li according to the synaptic connections of the
neuron. If the delay d > 0, then the neuron is blocked, and it cannot neither send
or receive spikes after d computation steps.

The forgetting rules of the neuron σi in the form wc → λ, can be applied
whenever no firing rule is applicable and (∀ai ∈ O) |wc|ai

≤ |xi|ai
, where xi
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denotes the spikes in the neuron σi. In such a case, the spikes denoted by wc are
removed from the neuron.

The system runs in a maximally parallel manner, that is, at every computation
step, every neuron that has some applicable rule will apply it. If there are more
than one applicable rule, the firing rules will have priority over those of forgetting.
If there are more than one applicable firing rule in conflict (they require common
spikes) then, only one of them is non-deterministically selected to be applied, the
chosen rule will be executed as many times as possible. Observe that, in this case,
the system behavior is similar to the one of transition cell-like P systems. If a rule
with a delay is activated, the neuron will be blocked just as in SN P systems. If
several rules with delays are applied at the same time, the neuron will be blocked
for the maximum delay value of the applied rules. Finally, it should be noted that
the compution halts when there is no delayed neuron, and no rule can be applied in
any neuron. Regarding the output of the system, we can obtain it in four different
ways:

• halting mode: The result of the computation is the number of spikes that have
been sent to the environment throughout computation, no matter their colors.
The output is obtained when the system halts.

• multi-channel halting mode: As in the halting mode, the output of the model
are the spikes sent to the environment during execution, but they are joined
depending on the channels through which they have been sent (i.e. a non-
negative integer vector is obtained).

• temporary mode: This mode is the one used for generating systems, since it is
not necessary reach a halting configuration, the system output will be read as
the sequence of spikes sent to the environment at every computation step (a
spike train).

• multi-channel temporary mode: It can be used for signal processing, as it allows
reading the output as the sequence of spikes (a spike train) sent out to the
environment at every computation step for every channel.

Theorem 1. SNP-MC-CS systems are universal models of computation.

Simulating other computation models.

The proposed model is able of simulating different models that have been previ-
ously proposed in the field of membrane computing. In this way, the SNP-MC-CS
model aims to be a unifying framework for other alternative models.

Definition 5. [3] A Virus Machine (VM, for short) of degree l(p, q) ,p, q ≥ 1, is a
tuple Π = (Γ,H, I,DH , DI , GC , n1, . . . , np, i1, hout) where:

1. Γ = v is a singleton alphabet;
2. H = h1, . . . , hp and I = i1, . . . , iq are ordered sets such that v /∈ H ∪ I and
H ∩ I = ∅;
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3. DH = (H ∪ {hout} , EH , wH) is a weighted directed graph, where EH ⊆ H ×
(H ∪ {hout}) , (h, h) /∈ Eh for each h ∈ H, out-degree(hout) = 0, and wH is a
mapping from EH onto N− {0} (the set of positive integer numbers);

4. DI = (I, EI , wI) is a weighted directed graph, where EI ⊆ I × I, wI is a
mapping from EI onto N− {0} and, for each vertex ij ∈ I, the out-degree of
ij is less than or equal to 2;

5. GC = (VC , EC) is an undirected bipartite graph, where VC = I ∪ EH , being
I, EH the partition associated with it. In addition, for each vertex ij ∈ I, the
degree of ij is less than or equal to 1.

6. nj ∈ N(1 ≤ j ≤ p);
7. hout /∈ I ∪ v and hout is denoted by h0 in the case that hout /∈ H.

□

Theorem 2. For every Virus Machine there exists an equivalent SNP-MC-CS
system.

Definition 6.[2] A neural-like P systems with plasmids (NP P system, for short)
of degree m ≥ 1, is a construct of the form Π = (O, b1, . . . , bm, link, in, out) where:

1. O = {p1, . . . , pw} is an alphabet of plasmids
2. b1, . . . , bm are bacteria of the form bi = (Ni, Ri) for 1 ≤ i ≤ m where Ni =

⟨n1, n2, . . . , nw⟩ is a vector and nj ≥ 0 is the initial number of plasmids pj
inside bacterium bi for 1 ≤ j ≤ w; and Ri is a finite non-empty set of plasmid
rules of the form C/r1, r2, . . . , rn where condition C is a multiset over O, and,
each rk for 1 ≤ k ≤ n is either one of two forms:

a) A transmit operation: P → out, where P is a submultiset of C;
b) A kill operation: P → λ, where P is a submultiset of C;

3. link ⊂ {1, 2, . . . ,m} × {1, 2, . . . ,m} with (i, i) /∈ link for 1 ≤ i ≤ m (the links
between bacteria);

4. in, out indicates the input and output bacterium of the system, respectively.
They can be omitted, depending on whether the system is generating outputs
or accepting inputs.

□

Theorem 3. For every NP P system there exists an equivalent SNP-MC-CS sys-
tem.

Conclusions

In this work we have proposed the combination of two variants that had been
previously proposed. We propose that the combination of both variants allows the
simulation of very diverse models, so the combined model can be viewed as an
unification one.

Our future work will be based on considering other models and checking if our
proposal is still so general as to be able to simulate them.
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